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I. INTRODUCTION

Multivariate analysis, the study of the relationships between
data from simultaneous measurements on many variables, employs
statistical methods to elicit information from these kinds of data
sets. The objective of this paper is to introduce several useful
multivariate techniques in a clear manner, making heavy use of tables
and graphs.

The most useful techniques are based on the assumption that the
data were generated from a multivariate normal distribution. While
real data are never exactly multivariate normal, the normal densify
is often a useful approximation to the "true” population
distribution. One advantage of the multivariate normal distribution
stems from the fact that it is mathematically tractable and "nice”
results can be obtained. Also, normal distributions are useful in
practice for two reasons. First, the normal distribution seems as a
bona fide population model in some instances. Secondly, the sampling
distribution of many multivariate statistics are approximately
normal, regardless of the form of the parent population, because of
the central limit effect.

A large part of any analysis is concerned with inference. That
is, reaching valid conclusions on the basis of sample information.
One of the central messages of multivariate analysis is that p
correlated variables must be analyzed jointly. Of major importance
are inferences about a population mean vector and its component
parts. In most cases, a full statistical analysis of component means
is based on simultaneous confidence statements. These ideas can be

extended to handle problems involving the comparison of several
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mean vectors. The theory rests on an assumption of multivariate
normal distribution or large sample size.

This paper uses two different methods to test for differences in
the mean cost vectors of firms engaged in transporting milk from
farms to diary plants. Data on fuel, repair, and capital costs for

gasoline and diesel trucks is statistically analyzed and a few

conclusions are reached.

I1. ANALYSIS

When comparing mean vectors from two populations, certain
inferences will want to be made. For instance, is the mean vector of
population 1 equal to the mean vector of population 2 ? Also, if not,
which component means, if any, are different? However, in order to
provide answers to these questions, certain assumptions must be made
concerning the structure of the data. Following are these
assumptions:

1> The sample population X11, X22,..., X1lnl is a random
sample of size nl from a p-variate population with mean
vector ul and covariance matrix :S;.

2) The sample population X21, X22,..., X2n2 is a random
sanmple of size n2 from a p—variate population with mean
vector uZ and covariance matrix zﬁg.

3) Also, X11, X12,..., Xlnl, are independent of X21, X22,...
X2n2.

Further assumptions when nl and n2 are small:

4) Both populations are multivariate normal.

5) Also.2§,= §: (same covariance matrix).
S
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The first two assumptions can be justified by the fact that a
survey of fuel, repair, and capital costs (p=3) was taken of two
firms (nl1=36, n2=23) engaged in milk transporting. Also, the third
assumption can be justified by the fact that gasoline and diesel
trucks have unique engines, where the performance of one type has no
bearing on the performance of the other.

Although nl1=36 many not necessarily be considered small,
certainly n2=23 must be. Therefore, assumptions 4 and 5 will have to
be justified.

The fifth assumption of equal covariance matrices can be
justified, without much factual support, unless any discrepancy on
the order Gzh;= 4{%A:, or vice versa, occurs. The size of the
discrepancies that is crucial in the multivariate situation probably
depends, to a large extent, on the number of variables p.

Therefore, the major assumption is that both populations are
maltivariate normal. 1 interpret multivariate normality as showing
that: 1) Fuel, repair, and capital costs are univariate normally
distributed, 2) Fuel-repair, fuel-capital, and repair-capital costs
are bivariate normally distributed, and 3) Fuel-repair-capital costs
are trivariate normally distributed. In assessing the assumptions of
normality, the following questions are addressed:

1> Do marginal distributions of the element X appear to be
normal?

2> Do the scatterplots of pairs of observations on different
characteristics give the elliptical appearance expected

from normal populations?

3) Are there any '"wild"” observations that should be checked
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for accuracy?

Evaluating the normality of univariate marginal distributions can
be checked by comparing the proportion of observations in certain
intervals, using the normal approximation to the sampling
distribution. A more scientific method is through the use of Q-Q
plots, in which the observations are ordered according to magnitude,
and plotted against the empirical cumulative normal distribution
function. The idea is to look at the pairs of quantiles with the same
associated cumulative probability. The Q-Q plots should give the
appearance of a straight line. The straightness of the Q-Q plot can

be measured by calculating the correlation ceofficent, r of the

Q’
points in the plot. Formally, the hypothesis of normality is rejected
at a level of significance ot if r, falls below an appropriate level.
Evaluating bivariate normality is performed using scatterplots

and the chi-square distribution. A scatterplot (2-dimension) should
exhibit an overall pattern that is nearly elliptical. Moreover, the
set of bivariate ocutcomes x such that
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has probability 1-e¢., Thus, roughly the same percentage 100(1-e0% of
sample observations is expected to lie in the ellipse

(x-%)"s (=R £ )0
If not, the assumption of normality is suspect. Again, a more
scientific method is the chi-square plot, which plots the square
generalized distances

4, = (x-%)'s7(x-%), § =l
against the chi-square distribution. The plot should resemble a

straight line. A systematic curved pattern suggests lack of




normality.

WVhen considering the problem of determining if a given pxl vector
u, is a plausible value for the mean of a multvariate normal
distribution, the statistic T, or Hotelling’s'ra, is employed.‘T}
is defined as
T2 n(x-m) s7(x-mx)

and is distributed as

P[h—/) — &
tnp) fener (<) =¢

where Fplmv,denotes a random variable with an F-distribution with p
and n—p degrees of freedom. If the calculated T)-is greater than ca;
then the hypothesis H_, of u=u, can be rejected with 100(1-)>7%
confidence.

By analogy, a T%-statistic for testing the equality of vector
means from two multivariate populations can be developed. The T %
statistic is

=/
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Consequently, if the calculated T% value is greater than c‘;, then

.

the hypothesis of equal means can be rejected with confidence
100 (1- %)%,

Finally, simultaneous confidence intervals can be obtained for
the components of the vector ul-u2. Using these confidence intervals,
specific components of the mean can be judged as probably responsible

for the population means not being equal.
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IIT1. RESULTS

The statistical results using the aforementioned analysis appear

in the Appendix. Tables and graphs include:
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3>

4>

5>

6)
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Milk Transportation-Cost Data —~ these tables contain raw
data of fuel, repair, and capital costs for gasoline and
diesel trucks.

Scatterplot Data and Graphs - assuming a 10% level of
significance, these graphs show elliptical

appearances, indicating probable bivariate normal
distributions.

Q-Q Plot Data and Graphs - scientific approach to
determine if univariate normality exists, assuming a
significance level of 5%. Rl for gasoline trucks improves
to .9874 when the last two observations are deleted.
Overall results indicate univariate normality.

Squared Generalized Distances Table and Chi-square

Plots - scientific approach to determine if bivariate
normality exists. Again, last two gasoline truck capital
costs indicate large deviations. Overall results indicate
bivariate normality.

Percentage of Observations in Confidence Intervals -
expected versus actual results when raw data compared to
normally distributed data.

Test for Differences in Mean Cost Vectors - T"test at 1%

level of significance.




IV. CONCLUSION
> >
Since the T value of 50.91 is greater than the ¢ value of
12.98, then the assumption of equal cost vectors can be rejected at

1% level of significance. After computing the 99% simultaneocus

confidence intervals, it is found that the fuel and repair cost

intervals contain zero, however, the capital cost interval does not.

Therefore, the rejection of equal cost vectors can be attributed to

the population capital cost means not being equal.
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APPENDIX




Milk Transportation-Cost Data

p:

nl =

X1 X2
16. 44 12.
7.19 2.

9.92 1

4.24 5

11.20 5P
14.25 SP
13.50 10
13.32 14
20.11 15.
12.68 7.
7.51 5

9.90 3.

10.25 5.
11.11 6
12.17 14
10.24 2.
10.18 6.
8.88 2

12.34 7.
8.51 14

26,16 17
12.95 8
16.93 13
14.70 10
10. 32 5
8.98 4

0.70 11

12.72 8
9.49 2

8.22 7

13.70 11
8.21 9.

15. 86 11.
9.18 9

12.49 4
17.32 6

p =3
nz2 = 23
H X1 X2 X3

23 : 8.50 12.26 2.11
o2 : 7.42 5.13 17. 15
75 : 10.28 3.32 11.23
78 H 10.16 14.72 5.99
67 ) 12.79 4.17 20.28
.88 i 9.60 12.72 11.00
60 H 6.47 8.89 19. 00
45 ] 11.35 9.95 14.53
28 ; S.15 2.94 13.68
23 : 9.70 5. 06 20.84
13 i 9.77 17 .86 35.18
13 ' 11.61 11.75 17.00
17 i 9. 09 13.25 20.66
.61 : 8.583 10.14 17. 45
39 ] 8.29 6.22 16. 38
09 H 15.90 12.90 19. 09
14 H 11.94 5.69 14.77
23 i 0.54 16.77 22.66
.68 ] 10.43 17.65 10.66
01 : 10.87 21.52 28.47
89 § 7.183 13.22 19.44
18 H 11.88 12.18 21.20
50 ! 12.03 Q.22 23. 09
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X1

X2

X3

Fuel costs
Repair costs

Capital costs
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12.2186
8.1125
9.5903

3172.91

7.6136
32.9439

0.6261
0.7797

12.2186
28.1717
1.2655
16.4470
7.9902

10.6559
20.8515

0.5696
0.8220

8.1125
17.2985
-1.0735
12,6629

3.56621
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Scatterplot Data

Gasoline Trucks

s/ =

-0.7797
0.6261

8.1125
16.9081
-0.6831

2.8469
13.3781

-0.8220
0.5696

9.5903
15. 9556
3.2249
3.0235
16.1571

23.0134
12.3664
2.9066

7.0028E-02
—-5.0049E-02
2.5314E-03
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12.3664 2.9066
17.5441 4.7731
4.7731 13.9633
-5.0049E-02 2.5314E-03
0.8614E-02 —-2.3291E-02
-2.3291E-02 7.9051E-02
ve. X8{(j>
5.99
13.1102
23.8665
0.2816 -0.9595
0.9595 0.2816
12.2186 9.5903
23.6913 12.9575
0.7460 6.2230
14.7143 1.0872
9.7229 18,0933
Legend

sample mean

sample covariance matrix
value at 10% level of
significance, 2 d4.f.
eigen value

unit eigen vector

center of ellipse

axis of ellipse
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